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Executive Summary 

This report presents a prototype of a reliable, secure, and survivable, real-time weather-responsive 

traffic signal system with the intent of improving the safety and efficiency of traffic signal system 

operations during inclement weather conditions. The prototype executes two tasks: 1) accesses 

weather information that provides near real-time atmospheric and pavement surface condition 

observations and 2) adapts signal timing in response to inclement weather. Development of the 

prototype followed a standard systems engineering process that included six steps: reviewing the 

resources, defining the system specifications, designing the system, creating the data interface and 

analyzing the data, developing the testing environment, and performing verification and timing 

analysis.    

 

The prototype system architecture includes a microprocessor, external to the traffic controller, that 

receives Clarus data, analyzes the relevant data, and communicates necessary signal timing changes 

to the traffic controllers. Current technology supports the proposed system development. 

Microprocessor traffic controller NTCIP-based communications were tested verifying that the 

necessary read and write capabilities are available from the microprocessor to any NTCIP-compliant 

traffic controller.   

 

The weather data was accessed through a subscription to the Clarus system web interface. Different 

observation types reported in the Clarus data system were used to determine air and surface 

temperature, roadway surface condition status, precipitation type and rate, and visibility level at or 

near the environmental sensing station. The availability and accuracy level of the weather data 

reported in the Clarus system provided reliable estimates of the weather, road surface condition, and 

visibility level needed for weather-responsive traffic signal system applications.  

 

The survivable weather-responsive traffic signal system developed as part of this project was 

evaluated and tested by conducting two analyses: traffic system benefits analysis and software testing 

and risk analysis. The potential crash reduction benefits, expressed as the percent reduction in total, 

rear-end, and crossing conflicts, are highest during snowy and icy weather conditions. The potential 

crash reduction benefits increase as the traffic volume level increases. Rear-end conflicts are the 

conflict type projected to be most eliminated by a weather-responsive traffic signal system with a 

potential average reduction of approximately 22 percent for moderate volume levels and 43 percent 

for high volume levels. The weather-responsive signal timing plans also show considerable potential in 

reducing traffic delays and stops. Again, the percent reduction increases as the traffic volume level 

increases. The potential reduction in delays and stops seems consistent with what has been reported 

in the literature. 

 

The software architecture of the proposed work, with its design for survivability approach, is a 

fundamental building block in a highly networked and interactive communications system. The overall 

system architecture was comprised of multiple components, the executing program, and the 

contingency management system. The sole purpose of the latter was to watch the execution in real-

time and react to unwanted changes as they would occur as the result of system components 

malfunctioning or communication failure. Survivability measures during the design and operation of 
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the system were centered around the Operation Monitoring and Contingency Management System, 

which interfaced to the software system via the instrumentation telemetry. The adaptability and 

recovery from any unintended or maliciously induced operations/profiles was determined by the 

survivability policy and was handled by the Contingency Management System.  

 

The weather-responsive system developed in this project has five innovations:  

 The system operates and achieves its potential using current traffic controller and controller 

cabinet technologies.   

 The system is compatible with future applications within the FHWA’s connected-vehicle 

initiative.  

 Minimal hardware, in addition to traffic controllers, is required for full system implementation.  

 Computer driven algorithms implement traffic signal control decisions using Clarus data.  

 The proposed system architecture employs two revolutionary software design approaches: 

design for survivability and software performance measurement at the task level.  

 

Furthermore, the software design incorporates self-diagnostic techniques for fault detection and 

recovery to maximize the survivability and the security of the system. Because the proposed system 

has very similar computational requirements to other field traffic control applications, it serves as a 

major milestone in the development of secure and dependable real-time traffic control systems. 

 

Future research should focus in three areas:  

 Field testing the system at signalized intersections in a variety of weather conditions;  

 Expanding control modifications to include other traffic control parameters, such as passage 

time, minimum green, and offsets; 

 Increasing the power of the system to maintain reliable, secure, and survivable traffic signal 

service. 
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Chapter 1.  Introduction 

1.1 Overview 

Adverse weather conditions such as rain, fog, and snow can reduce pavement friction and visibility, 

thereby impairing the ability of drivers to operate their vehicles safely. This reduces roadway capacity 

and significantly affects both the safety and efficiency of arterial system operations. The effect of 

weather on traffic crashes and highway safety is well documented in the literature. Ye et al. reported 

that weather-related crash fatalities account for 17 percent of all traffic fatalities each year [2009]. 

Several studies found that weather significantly increases crash risk [Pisano 2008 and Andrey 2005], 

with one study suggesting that snow increases crash risk by approximately 120, 80, 40, and 40 

percent for minimal, minor, major, and fatal injuries, respectively [WTI 2009]. In terms of weather effect 

on the traffic operations along arterials, several studies found that traffic signal timing plans used 

under normal conditions became problematic under adverse weather. The reduction in average 

speeds and saturation flow rates, and the increase in start-up delays, make normal signal timing 

parameters unsuitable during inclement weather. In addition, with reduced pavement friction and 

visibility, default all-red and amber clearance intervals become unsafe as motorists are more likely to 

be trapped in dilemma zones at the onset of red. Several studies have investigated the effect of 

inclement weather on various signal timing traffic parameters [see Gillam 1992, Bernardin 1995, 

Perrin 2002, and Seli 2004]. Studies have shown that weather-responsive signal timing plans can 

improve both the safety and efficiency of the traffic signal system operations. Simulation studies 

revealed benefits of approximately 7 percent to 23 percent reduction in average delay, 4 percent to 9 

percent reduction in vehicle stops, and 3 percent to 12 percent increase in average speeds [Pisano 

2004 and Al-Kaisy 2006]. In addition, several signal timing plans were adjusted for inclement weather 

and deployed in the field [Bernardin 1995 and Ye 2009]. However, the adjusted signal timing plans in 

these studies were manually implemented by transportation system operators when conditions to 

trigger the timing plans were met.   

 

The goal of this project is to develop a prototype of a real-time weather-responsive traffic signal control 

system with the intent to improve the efficiency and safety of traffic signal operations during inclement 

weather conditions. The system developed as part of this project is capable of receiving and analyzing 

road weather information from the Clarus weather data system and adapts signal timing in response 

to changes in road surface conditions and/or visibility level. The Clarus Initiative is a joint effort of the 

U.S. Department of Transportation Intelligent Transportation Systems (ITS) Joint Program Office and 

the Federal Highway Administration’s (FHWA) Road Weather Management Program, which resides in 

the Office of Transportation Operations. Clarus (which is Latin for "clear") is an initiative to develop and 

demonstrate an integrated surface transportation weather observation data management system, and 

to establish a partnership to create a nationwide surface transportation weather observing and 

forecasting system (FHWA 2009). The Clarus System provides near real-time atmospheric and 

pavement observations from participating states’ Environmental Sensor Stations (ESS). The FHWA’s 

Clarus system functions include: data assimilation, quality checking, and data dissemination.  

 

The weather-responsive system developed in this project has five innovations. First, the system 

operates and achieves its potential using current traffic controller and controller cabinet technologies. 



Chapter 1 Introduction 

Joint Program Office 

U.S. Department of Transportation, Research and Innovative Technology Administration 

A Survivable Real-Time Weather-Responsive System  |  4 

 

Second, the system is compatible with future applications within the FHWA’s connected-vehicle 

initiative. Third, minimal hardware, in addition to traffic controllers, is required for full system 

implementation. Fourth, computer driven algorithms implement traffic signal control decisions using 

Clarus data. Fifth, the proposed system architecture employs two revolutionary software design 

approaches: design for survivability and software performance measurement at the task level. 

Furthermore, the software design incorporates self-diagnostic techniques for fault detection and 

recovery to maximize the survivability and the security of the system.   

1.2 Project Tasks 

To accomplish the project’s goal, the following six tasks were executed: 

1. Review of Resources   

In the initial phase, available resources were assessed to examine and document 

methods to access and manipulate the Clarus data as well as traffic controller objects. It 

also included designing experiments to test the Clarus data access. To implement the 

concept of design for survivability, the effects of hardware constraints on software design 

were examined in greater detail to adopt approaches that ensure multiple software tasks 

can be completed in parallel with a full assessment of real-time feasibility with respect to 

hard and soft task deadlines. 

2. Define System Specification  

This task has several subtasks in which the system specifications were derived: 1) 

hardware implementation, 2) functional objectives and integrity, and 3) software 

implementation according to the design for survivability philosophy. System specifications 

also included the operations performed by the operating monitoring engine, as well as 

descriptions of which traffic controller functionalities are monitored and the derivation of 

basic definitions of normal and abnormal operations. System specifications are also used 

to design the monitoring interface that is the basis for the contingency management 

system that specifies the different states of the system observed by the operation 

monitoring engine, which include fail-safe state, default operations, and operations in an 

elevated awareness state. Responses, such as recovery after failure and adaptability as 

the result of observed behavior, are also part of the contingency management system 

specifications. In addition to the software functional specifications, this task also included 

defining system testing requirements. This involves the signal timing analysis procedures 

and compliance with the requirements of the infrastructure used as part of the system.   

3. System Design 

System design involves designing several fundamental components according to 

specifications: the system hardware, the interfacing technology, and the system 

operational software and contingency management system. Industry design processes 

were adopted to ensure that the system specifications are adhered to rigorously.   

4. Data Interface and Analysis 

This task addressed the practical implications of Clarus data communications and data 

manipulation in the local processing units. It included the derivation of a scalable local 

Clarus client. Specifically, the overhead associated with communications and data 

queries needed to be analytically and experimentally established to achieve a scalable 

design. Because the algorithms and data processing share the same microprocessor, 

analysis of this overhead needed to explore trade-offs between control algorithm 
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complexity within the Algorithm Engine and the data processing requirements needed to 

utilize Clarus data. The software design strategy used in this project was “operation with 

imprecise results,” where the quality of the outcome increases with the amount of data 

and time available to the algorithms residing in the Algorithm Engine. This design strategy 

increases the possible options to deal with bottle-necks in the Clarus Data Management 

Engine, guaranteeing acceptable output. 

5.  Developing the testing environment 

A hardware-in-the-loop simulation (HILS) model was used to test and validate the real-

time weather-responsive system developed as part of this project. The HILS model used 

in this project included a workstation running the VISSIM microscopic simulation model 

for the network, a traffic controller, a controller interface device (CID) to facilitate the 

exchange of data between the simulation model and the traffic controller, and an external 

processing unit that runs the software application and the weather-responsive control 

algorithm and is connected to both the Clarus system and the traffic controller. 

6. Verification and Timing Analysis 

This task addressed standalone system testing and integrated systems testing and 

analysis. System verification in the context of design for survivability is more complicated 

than in a traditional approach that does not design the security and survivability 

considerations into the system. In this project, the system was studied in real time to 

observe its behavior in the presence of induced malicious acts and other faults. The 

interplay of functionality execution and adaptive control was studied to determine how the 

algorithm selection processes affect traffic signal timing and to measure the efficiency 

with which the controller monitoring functions execute. 

1.3 Report Organization 

This report is organized in five chapters. After the introduction, Chapter 2 provides an overview of the 

real-time weather-responsive system design and architecture. Chapter 3 documents the use of 

environmental data in responsive traffic signal control decisions. Chapter 4 documents the potential 

safety and operational benefits of weather-responsive traffic signal systems. Chapter 5 provides an 

overview of the software design architecture, development, and testing. Finally, chapter 6 includes 

conclusions and closing remarks.   
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Chapter 2.  System Description and 

Communication Architecture   

2.1 Overview  

This chapter presents the architecture of a prototype for a secure, dependable, real-time weather-

responsive system. Real-time control systems, especially those governing critical infrastructures such 

as transportation, need to be reliable and secure under normal operating conditions and survivable 

under abnormal conditions. Traffic control applications should be designed and operated so that 

essential services will survive even in the presence of component failure. Survivability, for the purpose 

of traffic control applications, is defined as the capability of a control system to fulfill its mission in a 

timely manner, even in the presence of a component or communication failure. The prototype system 

design incorporates state-of-the-art secure and dependable software design concepts to ensure 

accurate execution of two tasks. For the first task, the system accesses near real-time atmospheric, 

weather, visibility, and road surface condition information from the FHWA’ Clarus data system. The 

second task adapts signal timing in response to inclement weather. 

 

The proposed system architecture employs two revolutionary software design approaches: 1) Design 

for Survivability and 2) a Measurement-Based Methodology. The latter is for critical applications that 

rely on measurements of the operational system and dependability models to quantify reliability and 

system performance with certain user-defined confidence levels. Furthermore, the software design 

incorporates self-diagnostic techniques for fault detection and recovery to maximize the survivability 

and the security of the system. Minimal hardware is required for full implementation of the system as it 

operates and achieves its potential using current traffic controller and cabinet standards and 

technologies. As a result, it is compatible with future applications within the FHWA’s connected-vehicle 

initiative. Because the proposed system has very similar requirements to other traffic control 

applications, it serves as a major milestone in the development of secure and dependable real-time 

traffic control systems.   

2.2 Proposed Communication Architecture 

The communication architecture of the proposed real-time weather-responsive traffic signal control 

system is shown in Figure 1. The system includes a microprocessor, external to the traffic controller, 

that receives Clarus data, analyzes the relevant data, and communicates necessary signal timing 

changes to the system operator for approval. Upon approval, signal timing changes are then made in 

the traffic controllers. Signal timing plan adaptations include changes such as modified all-red and 

yellow clearance intervals or traffic signal efficiency parameters such as minimum green, maximum 

green, or passage time, as well as different coordination parameters. Suggested changes depend on 

multiple factors such as approach speed, pavement surface conditions, visibility, and the mode of 

signal operations. Current technology supports the proposed system development, where 

microprocessor traffic controller communications were tested, verifying that the necessary read/write 
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capabilities are available from the microprocessor to the controller [Ahmed 2010]. In addition, recent 

advances in software design make fault detection and recovery possible for real-time in-field control 

applications. For this prototype, the Rabbit 5000 microprocessor fulfills the role of the local processing 

unit shown in Figure 1.   

 

 

Figure 1. Communication Architecture for Clarus Integration into Traffic Signal System   

The Rabbit microprocessor is the core hardware in the system that communicates with the traffic 

controller through the Ethernet. To facilitate communications, the controller and microprocessor must 

follow the National Transportation Communications for ITS Protocol (NTCIP) communication standard 

[AASHTO 2005], a family of standards for transmitting data and messages between different devices 

used in ITS application. The Dynamic Object STMP/UDP/IP Ethernet protocol stack is used to 

facilitate the NTCIP-based communication between the microprocessor and the traffic controller. A 

computer, connected to the microprocessor through the cabinet serial connection, is used to set up 

and add the control logic to the microprocessor. Because the microprocessor is directly connected to 

the traffic controller through the Ethernet port, the connection is not sensitive to the cabinet 

configuration. However, the microprocessor requires an additional 110 volt power connection. This 

connection method should be possible in any NTCIP compliant controller.  

 

The Rabbit 5000 microprocessor meets the functional requirements for real-time traffic control 

feedback. This type of microprocessor is designed specifically for embedded control, communications, 

and Ethernet connectivity. In addition, the microprocessor’s processing speed is 55.5 MHz clock 

speed, which is more than adequate for traffic control applications. It also features a battery-operated 

real-time clock. In addition to the Ethernet port, it offers a 20-bit address bus, 8-bit data bus, and 3 

chip select lines. Two output-enabled lines, and 2 write-enabled lines can be directly interfaced with up 

to 8 Flash/SRAM devices.  
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2.3 Microprocessor Communication with Traffic 

Controllers  

To implement the real-time weather-responsive control algorithm, the microprocessor used in the 

system reads weather data from the Clarus weather data system and also the signal status, phase 

timing plan, next phase, and phase omit data from the traffic controller. If the control algorithm 

determines that a certain change to the signal timing plan is needed, the Rabbit microprocessor 

disseminates the adaptive feedback control decision to the traffic controller. This read/write data 

exchange between the microprocessor and the traffic controller is facilitated through NTCIP 

standards.  

 

NTCIP defines a collection of standards-based communication protocols and data profiles used in the 

transportation industry for center-roadside, center-center, and vehicle-roadside communications. 

NTCIP-based software and hardware devices can help achieve interoperability and interchangeability. 

NTCIP 1202 – Actuated Signal Controllers (ASC) [AASHTO 2005] defines an open and standard 

communications protocol for data exchange between software applications and traffic signal 

hardware. It defines elements for controlling, managing, and monitoring actuated traffic signal 

controller units including phases, rings and sequence; detectors; special functions; coordination; time 

base control; preemption; overlaps; and upload and download. NTCIP 1202 uses two communication 

protocols. The first is the Simple Network Management Protocol (SNMP), which defines rules for 

reading/writing objects to the controller (Get, Set, Get-Next, Trap) and a mechanism for status 

reporting, control upload/download and time broadcast. The second is the Simple Transportation 

Management Protocol (STMP), which provides bandwidth and processing efficiency alternate to 

SNMP for status reporting of dynamic objects to concatenate objects. Table 1 shows the data 

accessibility of different objects used in this study within an NTCIP compliant traffic controller. The full 

list of NTCIP objects and their accessibility status are provided in Appendix B.  

Table 1. Example of Accessibility Status of NTCIP 1202 Objects 

Object Name Accessibility Object Name Accessibility 

phaseStatusGroupGreens Read-only phaseMaximum Read-write 

phaseStatusGroupYellows Read-only phaseStatusGroupPhaseNexts Read-only 

phaseStatusGroupReds Read-only phaseControlGroupPhaseOmit Read-write 

phaseMinimumGreen Read-write Sensor (1), (2), and (3) input   Read-only 

phasePassage Read-write   

 

It should be noted that all NTCIP dynamic objects related to phase status are read-only. As a result, 

termination of a phase is not a feasible control feedback option. Instead, phase operations must be 

influenced by changing parameter values such as min green, max green, passage time, etc. and this 

was the approach taken in this project. A program, installed on the Rabbit, governs its operations and 

is programmed using the Dynamic C® software development system. Dynamic C is an integrated C 

compiler, editor, loader, and debugger fashioned for the Rabbit microprocessor. There are two basic 

sections in the code. The first section is developed for communications, sending data requests, 

receiving data, and sending control feedback to the operator and to the controller. The second section 

is written to process data, determine control decisions, and send control feedback.  
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Chapter 3.  Environmental Data Use 

3.1 ESS Observation Types  

The objective of this part of the analysis is to aid in the design of decision trees that use the Clarus 

data to determine, with the highest possible degree of reliability, the weather conditions, the visibility 

level, and the roadway surface conditions at or near the ESS location. These decision trees are part of 

the algorithm used to determine the weather-responsive traffic signal control decisions. Before 

deciding on which ESS parameters should be used in these decision trees, it was important to 

determine which Clarus observation types are typically available and produce an estimate of the 

availability of each observation type. The availability of each observation type is quantified as a ratio of 

the number of Road Weather Information System (RWIS) stations nationwide that report this specific 

observation type. Several blocks of archived Clarus weather data were surveyed as part of this step of 

the analysis. It should be noted that the observation availability is not a measure of the accuracy or the 

reliability of the data; instead, it is just an indicator of which observations are more common in the 

Clarus data. The full list of ESS observation types are listed in Table 2. The observation types are 

categorized into five categories based on their availability in the archived Clarus data sets. The five 

categories included are: very common, common, less frequent, infrequent, and very infrequent. Some 

ESSs are equipped with logical sensors that report the weather “situation” by combining various 

physical observations (precipitation type/rate, temperature, etc.), but a greater number of ESSs simply 

report individually measured weather parameters. Logical sensor observations are identifiable as 

those with a “situation” suffix in Table 2.  

3.2 Estimated Accuracy of ESS Observation Types 

Previous research indicates that signalized intersections’ traffic-flow parameters, such as saturation 

flow, free flow speed, and start-up lost time, are most sensitive to changes in roadway surface 

conditions, precipitation type and rate, and visibility level. A number of ESS observation types can be 

used to describe the road surface and visibility conditions. To ascertain observation type reliability, 

observations considered relevant to this purpose were selected from three RWIS stations near the city 

of Moscow, Idaho, and compared to historical weather data in the area. These comparisons were 

made on a series of days for which weather conditions were known in the vicinity of Moscow, ID 

during the winter/spring of 2010-2011. These observations along with their respective estimated 

accuracy are shown in Table 3. The observations were categorized into four groups based on their 

accuracy level: very accurate (90 percent or more accuracy), accurate (80 percent to 89 percent 

accuracy), likely accurate but difficult to verify, and accuracy not known as data is not available.  
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Table 2. Occurrence of Observation Types in Archived Clarus Data 

Primary/Very Common 
WindSensorAvgSpeed 

WindSensorSituation 

windSensorGustSpeed 

essAirTemperature 

windSensorAvgDirection 

essRelativeHumidity 

essDewPointTemp 

essSurfaceTemperature 

essSubSurfaceTemperature 

essSurfaceStatus 

 

Secondary/Common 

PrecipType 

Precipintensity 

essPrecipRate 

essVisibility 

essAtmosphericPressure 

  

Less Frequent 
essSurfaceSalinity 

essSurfaceFreezePoint 

essSurfaceIceOrWaterDepth 

essPrecipitationOneHour 

essPrecipitationThreeHours 

essPrecipitationSixHours 

essPrecipitationTwelveHours 

essPrecipitation24Hours 

essPrecipSituation 

essPrecipYesNo 

essMaxTemp 

essMinTemp 

windSensorSpotDirection 

windSensorSpotSpeed 

essWetBulbTemp 

essVisibilitySituation 

essPavementTemperature 

Infrequent 
essAdjacentSnowDepth 

essSnowfallAccumrate 

essPrecipitationStartTime 

essPrecipitationEndTime 

essTotalRadiation 

essSurfaceBlackIceSignal 

essPavementSensorError 

essSurfaceConductivityV2 

IcePrecent 

precip10min 

 

Missing or Very Infrequent 
essSubSurfaceMoisture 

essSubsurfaceSensorError 

pavementSensorTemperatureD

epth 

essTotalRadiationPeriod 

essTotalSun 

essCloudSituation 

essInstantateousTerrestrialRadiation 

essInstantateousSolarRadiation 

waterLevelSensorReading 

essRoadwaySnowDepth 

essRoadwaySnowpackDepth 

essIceThickness 
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Table 3. Clarus Observations Related to Traffic Signal Timing Parameters 

Clarus Observation Accuracy Level 

essAirTemperature VA
1
 

essSurfaceTemperature LA
2
 

essSubSurfaceTemperature NA
3
 

essSurfaceStatus VA 

PrecipType A
4
 

Precipintensity A 

essPrecipRate A 

essVisibility A 

essSurfaceSalinity NA 

essSurfaceFreezePoint NA 

essSurfaceIceOrWaterDepth NA 

essPrecipSituation A 

essPrecipYesNo VA 

essPavementTemperature NA 

essSurfaceBlackIceSignal NA 

essRoadwaySnowDepth NA 

essRoadwaySnowpackDepth NA 

essIceThickness NA 
1
VA = very accurate (>90%), 

2
LA = likely accurate but difficult to verify, 

3
NA = not known/not available, 

4
A = accurate (80% - 90%)  

  

3.3 ESS Observation Types Relevant to Traffic Signal 

System Operations 

Table 4 shows the ESS observation types that can be used to determine surface/air temperature and 

precipitation conditions at the site location. The column labeled “Redundant” highlights observation 

types that are redundant or analogous to the observation types selected for this project. The 

redundant observation types will be used only if the main observation types are not available or 

determined to be unreliable for use in the analysis. Observation type “essVisibility”  is the only 

observation in Table 3 that describes visibility with an estimate of a visibility level (distance). The other 

visibility related observation type “essVisibilitySituation” (Table 2) only reports the type of visibility 

impediment such as fog, dust, etc. Therefore, visibility distance level determination is based on the 

“essVisibility” observation type.  

 

Observation types “essSurfaceIceOrWaterDepth” and “essSurfaceBlackIceSignal” were considered 

as possible indicators of surface ice, but it was decided that a combination of “essSurfaceStatus,” and 

“essSurfaceTemperature” would utilize a more intuitive combination of data elements and provide the 

same information. In addition, “essSurfaceIceOrWaterDepth” and “essSurfaceBlackIceSignal” are 

both reported infrequently and are unavailable in many areas. Table 5 lists the Clarus observation 

types that were selected for use in the decision trees that were used in this project. The observation 

types were selected based on their availability, estimated accuracy, and relevancy to air temperature, 

surface status, precipitation type and amount, and visibility level. These data elements are among the 
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most available data reported by different sensor stations, and are sufficient and accurate enough to 

determine weather and road conditions that are relevant to traffic signal system operations. 

 

Table 4. Clarus Observations Used to Determine Current Temperature and Precipitation 

 

Table 5. Clarus Observation Types Selected for Use in Decision Structure 

Weather Element Selected Observations Type 

Temperature 
essAirTemperature 

essSurfaceTemperature 

    

Surface essSurfaceStatus 

    

Precipitation 

essPrecipRate 

PrecipType 

essPrecipYesNo 

    

Visibility essVisibility 

 

3.4 Roadway Surface Condition and Visibility Level 

Decision Trees 

The objective of the decision tree is to document how the selected data elements are used to 

determine the roadway surface conditions and visibility level at or near the ESS station location. This 

is done in two steps. A decision tree first considers weather and roadway surface conditions. Once 

determined, the associate visibility level is estimated using the parameter “essVisibility.” The weather 

and surface conditions decision tree is shown in Figure 2. The visibility decision tree is shown in 

Figure 3.   

 

Note in Figure 2 that absorption, error, and unknown surface observations are all "dead end" readings. 

This is because they do not offer any information that relates to the weather and surface conditions of 

interest. Error and unknown values contain no information, and "absorption" indicates the presence of 

Weather Element Observations Used Redundant Observations 

Temperature 
essAirTemperature essSubSurfaceTemperature 

essSurfaceTemperature essPavementTemperature 

    

Precipitation 

essPrecipRate Precipintensity 

PrecipType essPrecipSituation 

essPrecipYesNo  
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un-dissolved de-icing chemicals on the roadway, which is specific to the location of the sensor. When 

one of these surface status readings is encountered, the system may be instructed to check 

precipitation and temperature observations to determine if moisture, ice, or snow is present and 

proceed accordingly. Obviously, the results obtained without useable surface status information will 

not be as specific or reliable as those obtained otherwise.        

3.5 Changes to Traffic Signal Timing Parameters 

With the weather and roadway conditions established as described in section 3.4, traffic signal timing 

adjustments may be assigned to each condition or group of conditions determined by the decision 

tree. In the most elementary scenario, as in the case of intersections running on free isolated control 

mode, an increase in amber/all red clearance interval can be assigned to each incrementally more 

hazardous set of surface and visibility conditions. More generally, and for coordinated arterial 

systems, inclement weather timing plans are site specific and should be actuated according to the 

conditions as determined by the decision tree factoring operational parameters such as speed limit, 

distances between intersections, and control type. Table 6 lists the possible impact of weather on 

traffic flow parameters at signalized intersections as reported in the literature [see Perrin et al. 2002, 

Nakatsuji 2003, Sterzin 2004, Hranac et al. 2006, and Lownes 2006]. Table 7 documents the 

recommended changes to signalized intersections’ control parameters under different weather, 

roadway surface, and visibility conditions. These values were implemented in the weather-responsive 

traffic signal control decisions used in this study.   
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Figure 2. Weather Condition and Roadway Surface Condition Decision Tree 
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Figure 3. Visibility Level Decision Tree 

 

 

Table 6. Possible Impact of Weather on Traffic Flow Parameters at Signalized Intersections  

Condition 
Saturation flow 

(% Reduction) 

Free Flow 

Speed  

(% Reduction) 

Start-up Lost 

Time 

(% Increase) 

Deceleration 

rate 

Dry No change No change No change 2.6 m/s
2
 

Wet 2% - 7% 0% - 8.6% 5%  2.6 m/s
2
 

Wet and Snowing 7% - 11% 1% - 13% 5%  1.96 m/s
2
 

Wet and Slushy 15% - 18% 22% - 25% 5%  1.96 m/s
2
 

Slushy 21% - 20% 28% - 30% 5%  1.96 m/s
2
 

Snowing and Sticking 11% - 20% 34% - 35% 23% - 50% 1.96 m/s
2
 

Snowing and Packed 11% - 16% 34% - 42% 23% - 50% 1.96 m/s
2
 

Temperature < -10 C 1 % - 8% 1% - 2%   

Low visibility (Fog) 10% - 11% 7% - 12%   
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Table 7. Recommended Changes to Signalized Intersections’ Control Parameters under 

Different Roadway Surface and Visibility Conditions   

Roadway Surface/Visibility 

condition 

Percent increase in amber-

and -all-red interval 
Changes to coordination 

control parameters 
Dry No change Site specific   

Wet 10% Site specific   
Wet and snowing 13% Site specific   
Wet and Slushy 22% Site specific   
Slushy in Wheel path 30% Site specific   
Snowing and packed 42% Site specific   
lowest friction  (black ice) 50% Site specific   
Low Visibility  10% - 15% Site specific   
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Chapter 4.  Potential Safety and 

Operational Benefits of Weather-

Responsive Signal Systems 

4.1 Overview 

The survivable weather-responsive traffic signal system developed as part of this project was 

evaluated and tested by conducting two analyses: traffic system benefits analysis and software testing 

and risk analysis.  A HILS model was used to assess the operational and safety benefits of adjusting a 

signal timing plan. Traffic safety benefits were assessed through the use of surrogate measures such 

as the number and type of conflicts due to weather effects.  Software testing and risk analysis 

provided three critical results: 1) potential risks were identified related to system operation, 2) the 

consequences of faults were assessed, and 3) risk mitigation strategies were provided through the 

implementation of “design-for-survivability” software development.  The results of the software testing 

and risk analysis are provided in Chapter 5. This chapter focuses on the potential safety and 

operational benefits of weather-responsive traffic signal systems.    

 

4.2 Hardware-in-the-Loop Testing Environment 

A HILS model was used in the system testing and verification analysis. The HILS model used in this 

project included 1) a workstation running VISSIM microscopic simulation model, 2) an Econolite 

ASC/3 traffic controller, 3) a CID to facilitate the exchange of data between the simulation model and 

the traffic controller, and 4) an external processing unit that runs both the software application and the 

weather-responsive control algorithm and is also connected to both the Clarus system and the traffic 

controller. Details of the HILS model and its components are shown in Figure 4 and Figure 5. The 

microscopic simulation model generates and models the traffic and detector data for the network. The 

processing unit receives relevant environmental data from the Clarus system, processes it, and 

communicates control decisions to the traffic controller through the Ethernet port. The traffic controller 

used in the model was selected to match the controllers used in the city of Moscow, Idaho, traffic 

signal system; however, the type of controller used did not affect the software or the system 

functionalities as all communication from the processing unit to the controller followed the NTCIP 

communication standards. The system did not have any restrictions on use regarding any proprietary 

data.  
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Figure 4. Hardware-in-the-Loop Model Components 

 

Figure 5. Hardware-in-the-Loop Model Laboratory Setting - University of Idaho’s traffic 

controller laboratory – Moscow, Idaho 

[University of Idaho photo, used with permission]  
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4.3 Weather-Specific Car-Following Parameters 

Several VISSIM car-following parameters can be adjusted to describe weather-specific driving 

conditions. Table 8 shows the Wiedemann 99 car following model parameters and their suggested 

values [Lownes 2006]. This model is the car-following model used in VISSIM to model car-following 

behavior along arterial networks.  

Table 8:  Car Following Parameters (Wiedemann 99 Model) 

Parameter Description 

Range of Suggested Values 

Minimum Maximum 

CC0 Desired distance between stopped vehicles (m) 0.61 3.05 

CC1 Headway Time (secs) 0.50 1.50 

CC2 Following Distance Oscillation (m) 1.53 6.10 

CC3 Entering Following -15.00 -4.00 

CC4 Negative Following Threshold -2.00 -0.1 

CC5 Positive Following Threshold 0.10 2.0 

CC6 Speed Oscillation 2.00 20.0 

CC7 Acceleration Oscillation (m/sec
2
) 0.15 0.458 

CC8 Stopped Acceleration (m/sec
2
) 1.95 3.05 

CC9 Acceleration at 50 mph (m/sec
2
) 0.64 2.29 

 

 

 

To model driving behavior under different roadway surface and weather conditions, adjustments need 

to be made to several of these car-following parameters as well as to other vehicle and driver 

characteristics. These adjustments are discussed in the following bullets: 

 CC0 represents the desired distance between stopped vehicles. The default value for this 
parameter is 1.50 meters, and this value was kept the same for all weather conditions as 
this parameter is not likely to be impacted by changes in weather or road surface 
condition. 

 CC1 is the desired headway between vehicles. Saturation flow rate was used to 
determine values for CC1 for different roadway surface and weather conditions. For 
heavy rain situation, it is estimated that there will be a 10 percent decrease in the 
saturation flow rate [Hranac et al. 2006]. Assuming a base saturation flow rate of 1,900 
vehicles per hour per lane (vphpl) during clear and dry weather conditions, the 10 percent 
reduction in flow gives a saturation flow rate of 1,710 vphpl during rainy conditions. This 
corresponds to a saturation headway of 2.11 seconds. This value is slightly higher than 
the value suggested by Lownes [2006]; however, it is more descriptive of driving in heavy 
rain. Similarly, saturation flow rate will decrease by 15 percent and 20 percent for snow 
and ice conditions, respectively. This corresponds to a CC1 value of 2.23 seconds and 
2.37 seconds, respectively.  

 CC2 is the variation in the safe following distance. Higher CC2 values indicate more 
cautious drivers while lower values represent more aggressive drivers. CC2 values of 
3.05 meters, 4.57 meters, and 6.10 meters were used in VISSIM to describe rain, snow, 
and ice conditions, respectively. 

 CC3 is the parameter that defines the time before a vehicle enters into a following mode. 
Lownes [2006] concluded that CC3 has little impact on the capacity of roadways since it 
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does not control the deceleration rate or the acceleration rate of the vehicle. The default 
value for this parameter is (-8.00), and this value was kept the same for all weather 
conditions. 

 CC4 and CC5 describe the sensitivity of drivers’ reaction to changes in the leading 
vehicle’s speed. Low values indicate a high sensitivity to leading vehicles while high 
values indicate the opposite. For wet roadway surface conditions, values of -0.50 and 
0.50 were used for CC4 and CC5, respectively. For snow conditions, values of -0.75 and 
0.75 were used for CC4 and CC5, respectively. For icy roadway surface conditions, 
values of -1.00 and 1.00 were used for CC4 and CC5, respectively.   

 CC6 describes the effect of the distance between vehicles on the range of possible 
speeds (speed oscillation). The impact of this parameter is negligible unless the speed 
oscillation is great [Lownes 2006]. The default value for this parameter is 11.44 meters, 
and this value was kept the same for all roadway surface and weather conditions. 

 CC7 describes the oscillation of the acceleration of vehicles.  Lownes [2006] indicates 
that this parameter has little impact on traffic flow. The default value for this parameter is 
0.25 meters/sec

2
. This value was kept the same for all weather conditions. 

 CC8 is the acceleration rate of a vehicle beginning from a stopped position. For a wet 
pavement condition, a CC8 value of 1.95 m/sec

2
 was used, representing the lower 

boundary of the value range suggested in the VISSIM user’s manual [PTV 2010]. For 
snow and ice conditions, a value of 1.77 m/sec

2
 was used. This value is based on the 

95
th
 percentile acceleration values obtained from Nakatsuji [2003].   

 CC9 does not apply in the situation since the model tested was for a network with speeds 
less than 50 mph.  

 Vehicle speeds during rainy conditions can experience a decrease that ranges from 10 
percent to 25 pecent [Sterzin 2004]. This study used an average decrease in speeds of 
20 percent. For snowy weather conditions, data from a study by Perrin et al. suggests a 
reduction of 35 percent in desired speed [2002]. For icy road surface conditions, the 
desired speed will be reduced by 42 percent, which is the upper range of speed 
reductions as suggested by Perrin et al. [2002]. These speed reduction percentages were 
applied to the linear speed distribution in VISSIM for speed values that range from 25 
mph to 45 mph. 

 The desired acceleration and deceleration in snowy and icy conditions were measured in 
a study that was done by Nakatsuji et al. [2003]. They placed sensors on vehicles to 
observe the longitudinal and lateral accelerations of vehicles in wintery weather 
conditions. They generated a distribution of accelerations and decelerations from which 

average acceleration and deceleration values were derived (Figure 6 and Figure 7, 

respectively). For this study, desired acceleration and deceleration values of 0.68 m/sec
2
 

and 0.58 m/sec
2
, respectively, were used for both snowy and icy weather conditions. For 

rainy conditions, the values of 1.97 m/sec
2
 and 1.68 m/sec

2
, respectively, were used.   

 The maximum deceleration rate for vehicles with anti-lock braking systems during rainy 
weather condition was set at a value of 6.98 m/sec

2
 as suggested by Fambro et al. 

[2000]. For snowy and icy conditions, the maximum deceleration rates used in this study 
were 2.56 m/sec

2 
and 2.07 m/sec

2
, respectively. These values are based on the research 

completed by Lu [1996] where maximum deceleration values were measured for different 
vehicles using different types of tires. The maximum deceleration rates used in this study 
were for vehicles with studded tires. 
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Weather-specific VISSIM car-following model parameters for different roadway surface and weather 

conditions are listed in Table 9.  

 

Table 9. Weather-Specific VISSIM Model Parameters 

Parameter 

Weather Condition 

Rain Snow Ice 

CC0 (m) 1.50 1.50 1.50 

CC1 (seconds) 2.11 2.23 2.37 

CC2  (m) 3.05 4.57 6.10 

CC3 -8.00 -8.00 -8.00 

CC4 -0.50 -0.75 -1.00 

CC5 0.50 0.75 1.00 

CC6 11.44 11.44 11.44 

CC7 0.25 0.25 0.25 

CC8 (m/sec
2
) 1.95 1.77 1.77 

CC9 0.64 0.64 0.64 

Reduction in free flow speed (percentage) 20 35 42 

Average Desired Acceleration (m/sec
2
) 1.97 0.68 0.68 

Average Desired Deceleration(m/sec
2
) 1.68 0.58 0.58 

Maximum Deceleration  (m/sec
2
) 6.98 2.56 2.07 

 

 

 

 

Figure 6. Acceleration Distribution under Snowy and Icy Conditions, [Nakatsuji  2003] 
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Figure 7. Deceleration Distribution under Snowy and Icy Conditions, [Nakatsuji  2003] 

 

4.4 Surrogate Safety Assessment Model Algorithm 

The Federal Highway Administration (FHWA) released the Surrogate Safety Assessment Model 

(SSAM) to assist in estimating the safety of roadways using microscopic simulation modeling. SSAM 

uses a trajectory file (TRJ) generated by VISSIM to quantify the number and type of conflicts that 

occur during the network operations. SSAM compiles data from the TRJ file through the following four 

steps [Gettman 2008]:   

 The first step involves determining the analysis area dimensions, which define the size of 
the zones SSAM uses. Depending on the units that VISSIM or other simulation software 
use, SSAM divides the analysis area into smaller zones. These zones can be as small as 
15.25 meters by 15.25 meters (50 feet by 50 feet).   

 The second step involves analyzing a single time step of the TRJ. The expected locations 
of each vehicle in the analysis zone are projected as a function of the vehicle’s speed up 
to the user-defined time-to-collision (TTC) value. The path that the vehicle follows is 
based on the next 10 seconds of trajectory data. The projected travel distance is 
estimated by first gathering the vehicle’s kinematic data, such as location, speed, and 
acceleration at a single time step and several subsequent time steps. All vehicles are 
defined as polygons, and then the distance that the vehicle will travel is calculated as: 

 

Equation 1: 𝐷𝐼𝑆 = 𝑉 ∗ 𝑀𝑎𝑥𝑇𝑇𝐶 

 

Where DIS1 is the distance traveled during the first time interval, V1 is the velocity at the time 

step, and MaxTTC is the user-defined TTC (meaning that TTCs above this value are not 

considered conflicts). The vehicle’s location for the next time step is calculated as: 
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Equation 2: 𝐷𝐼𝑆 = |𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 (𝑡 + 1) − 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 (𝑡)| 

 

Where DIS2 is the distance traveled during the second time interval and Location (t) and 

Location (t+1) are the vehicle’s location at times t and t+1, respectively. If DIS1 is greater than 

DIS2, DIS2 is subtracted from DIS1 and Equations 1 and 2 are applied again until DIS2 is 

greater than DIS1. Once DIS2 is greater, that point is used as the projected location of the 

vehicle. 

 The third step involves projecting the vehicle’s rectangular shape to its future projected 

position. The rectangular vehicle shape is overlaid onto the grid that was defined in the 

first step. The vehicle is counted as an occupant of each of the square zones within 

which it resides. SSAM then checks for overlap within each zone of the polygons that 

define a vehicle. If an overlap exists, that is counted as a conflict.  

 The fourth step involves a refinement process of earlier steps. The TTC of a vehicle pair 
is iteratively shortened so that a more precise actual TTC can be estimated. The lowest 
TTC value that still produces an overlap of the vehicle polygons is reported as the TTC 
for the respective vehicle pair. This process allows users to differentiate between conflicts 
that do not end in a crash and conflicts that will end in a crash. If the vehicle rectangles 
do not overlap between projection times between 0 and the MaxTTC, then the vehicle 
pair is analyzed based on post-encroachment time (PET). This time is based on a 
following vehicle occupying the same space as a leading vehicle. If the following vehicle 
occupies the same space within the user-defined PET, the vehicle pair is kept in the 
conflict list until it is evident that the PET will not reduce enough to reach the MaxTTC.  

 

 SSAM outputs several parameters that can be used in the analysis of conflicts. These 
parameters include x-y coordinates of vehicles, differences in speeds or acceleration, vehicle 
position, and simulation time. Key parameters that are reported include conflict angle, conflict 
type, and TTC. The user can define the breaking points between the different conflict types, 
which include lane changing, rear-end, and crossing conflicts.   

 
FHWA analyzed the practicality of the SSAM software through theoretical validation and field 

validation. The theoretical validation consisted of utilizing several different software models, including 

VISSIM, to verify if SSAM could statistically distinguish differences between different intersection 

types. This validation found that SSAM was able to clearly discern a difference in the number of 

conflicts, type of conflicts, and severity of conflicts between different intersection designs. The field 

validation compared intersections modeled with VISSIM with historic crash data. This validation 

showed correlation except for path-crossing conflicts, which were underrepresented. The R-squared 

value associated with the model was 0.41, which is consistent with other studies that predicted 

crashes at similar intersections. The study also found that volume-based prediction models correlated 

more closely to actual crash data than SSAM’s predictions. Even though volume-based prediction 

models relate better to field data than SSAM, the relative difference in conflict amounts between the 

different weather conditions tested in this study is statistically significant and emphasizes SSAM’s 

ability to predict conflicts [FHWA 2011]. 
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4.5 Simulation Model Analysis – Base Condition 

The simulation model used in this part of the analysis represents a signalized intersection in the city of 

Moscow, Idaho. The major road in the intersection is US95, a 4-lane highway that runs north-south 

with a speed limit of 35 mph. The minor road is Palouse River Drive, a two-lane highway also with a 

speed limit of 35 mph. The geometric characteristics of the intersection are presented in Figure 8.  

 

 

Figure 8. Simulation Model Used in the Analysis 

 

 

The intersection is controlled by an actuated controller operating in a free (uncoordinated) mode with 

the following control parameters: 

 Yellow and all-red clearance interval (both approaches) = 4.8 seconds 

 Minimum green time (both approaches) = 5.0 seconds 

 Maximum green time (both approaches) = 40 seconds 

 Vehicle extension (both approaches) = 2.0 seconds 
 

Three different major road volume levels were considered in the analysis: low volume (300 vphpl), 

moderate volume (700 vphpl), and high volume (1,100 vphpl). Volume for the minor road was kept 

constant at 500 vehicles per hour per lane. Models were developed to represent four different weather 

scenarios: dry, heavy rain, snow, and ice. For each weather scenario, VISSIM car-following model 

parameters were adjusted using the weather-specific parameter values listed in Table 9. Each of the 

twelve volume-level and weather scenario cases was run ten times using different random seed 

numbers. The duration of each simulation run was 3,900 seconds. No data was collected during the 

first 300 seconds of the simulation. Surrogate safety measures were obtained from vehicle trajectory 

files using the FHWA’s SSAM tool.  
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Figure 9 shows average intersection approach delay under different weather conditions for the three 

volume levels. The average number of stops for the three volume levels are presented in Figure 10. 

The results show an expected trend. Both measures (average intersection delay and average number 

of stops) increased significantly during both snow and ice conditions. For low volume condition, the 

average intersection delay increased from 8.7 seconds/vehicle during dry weather conditions to 22.1 

seconds/vehicle during snow conditions and to 27.2 seconds/vehicle during icy roadway surface 

conditions. A similar significant increase is observed in the number of stops. This pattern is consistent 

in the three volume levels examined in this study. For high-volume conditions, the average delay and 

number of stops during icy conditions were slightly lower than those for snowy conditions. This can be 

attributed to fewer stops during icy conditions at this volume level. 

 

The total number of conflicts and the type of conflicts under different weather conditions are presented 

in Figure 11 and Figure 12, respectively. The results show that, for high volume, the total number of 

conflicts increased significantly from 340 conflicts during dry weather conditions to 728 conflicts during 

heavy rain conditions. This value is 632 conflicts during snowy conditions and 447 for icy conditions. 

For moderate volume conditions, the number of conflicts during dry and rain conditions was marginal 

(less than 50 conflicts), jumped to 610 conflicts during snowy conditions and to 361 conflicts during icy 

conditions. The number of conflicts seems to be very sensitive to volume level, speed and 

acceleration values, and to the value of TTC used in the conflict analysis. The type of conflicts results, 

shown in Figure 12, reveal that rear-end conflicts are the most common type that occur during rainy, 

snowy, and icy weather conditions. The effectiveness of weather-responsive traffic signal systems in 

improving safety (reducing the number of conflicts) and efficiency (reducing delay and stops) during 

inclement weather conditions was tested using these base-condition delay, stop, and conflict data. 

The results of these comparative analyses are presented in the next section.   

 

 

 

Figure 9. Average Intersection Delay for Different Weather Conditions 
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Figure 10. Average Number of Stops for Different Weather Conditions 

 

 

 

Figure 11. Total Conflicts under Different Weather Conditions  
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Figure 12. Types of Conflicts under Different Weather Conditions 

 

 

4.6 Potential Safety and Operational Benefits of Weather-

Responsive Signal Systems  

In this part of the analysis, simulation models for rain, snow, and ice conditions were run with signal 

timing parameters adjusted to reflect the changes in the characteristics of traffic operations during 

these inclement weather conditions. The signal timing parameters used with different weather 

conditions are presented in Table 10. 

 

Table 10. Signal Timing Parameters for Different Weather Conditions 

Signal  Timing Parameters 
Weather Condition 

Dry Rain Snow Ice 

Yellow and All red (seconds) 4.8 5.3 6.8 7.2 

Minimum Green (seconds) 5.0 5.5 7.2 7.5 

Vehicle Extension (seconds) 2.0 2.2 2.8 3.0 

Maximum green (seconds) 40 40 45 50 

 

 

The rain, snow, and ice simulation models, with the weather-adjusted signal timing parameters, were 

run ten times using different random seed numbers. This was done for the three volume levels 

considered in the analysis. The duration of each simulation run was 3,900 seconds. No data was 

collected during the first 300 seconds of the simulation. Again, surrogate safety measures were 

obtained from vehicle trajectory files using the FHWA’s SSAM tool.  
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To assess the potential safety and operational benefits of weather-responsive signal timing 

parameters, the output of these runs were compared against delay, number of stops, total number of 

conflicts, and number of rear-end and crossing conflicts obtained from the base conditions runs, with 

no signal timing adjustments. The results of these comparisons are presented in Table 11. The 

percent change in each of these measures represents the difference between the base condition and 

weather-adjusted values divided by the base condition value and multiplied by 100. Positive values 

indicate reduction (improvements) as a result of the weather-responsive signal timing plan 

implementation.   

Table 11. Percent Reduction in Delay, Stops, and Conflicts as a Result of Weather Adjusted 

Signal Plan 

 
Low Volume Moderate Volume High Volume 

Rain Snow Ice Rain Snow Ice Rain Snow Ice 

Average delay 2.31 4.88 3.49 6.32 9.59 7.42 8.63 12.64 11.09 

Number of stops 4.82 7.32 5.19 7.11 8.74 8.69 9.60 14.32 12.63 

Total conflicts ---* 6.14 5.81 11.75 18.13 20.44 14.84 33.19 39.78 

Rear-end conflicts ---* ---* ---* 9.41 21.33 23.18 11.39 42.12 43.68 

Crossing conflicts ---* ---* ---* 5.94 9.18 13.26 8.14 20.72 18.94 

*marginal number of conflicts in the base condition   

 

 

The results presented in Table 11 reiterate the potential safety and operational benefits of weather-

responsive traffic signal systems. The potential crash reduction benefits, expressed as the percent 

reduction in total, rear-end, and crossing conflicts, seem to be higher during snow and ice weather 

conditions. The potential crash reduction benefits increases as the volume level increases. Rear-end 

conflicts are the conflict type most eliminated by a weather-responsive traffic signal system with a 

potential average reduction of approximately 22 percent for moderate volume levels and 43 percent 

for high volume levels. The weather-responsive signal timing plans also showed a considerable 

reduction of both delays and stops. Again, the percent reduction increases as the volume level 

increases. While these results are based on microscopic simulation modeling and surrogate safety 

measures, they still provide a reasonable assessment of the crash reduction potential of weather-

responsive traffic signal systems. The potential reduction in delays and stops resulted from this 

analysis seem consistent with what has been reported in the literature.       
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Chapter 5.  Software Design and 

Testing 

5.1 Introduction 

As the components controlling our critical infrastructures are increasingly relying on networked 

computing systems this connectivity also becomes the focal point for security and survivability 

considerations. It is thus more important than ever to include security and survivability starting at the 

specification and design stage, rather than in an add-on fashion. Design for survivability incorporates 

this philosophy and will be demonstrated for a typical embedded control application connected to the 

Internet. This type of system is found in most devices controlling our critical infrastructures. 

 

The software architecture employs two revolutionary new approaches: 1) design for survivability and 

2) a measurement-based methodology for embedded systems. Whereas the concepts have been 

discussed in the fault-tolerance and security community for almost a decade, implementations are 

limited to academic prototypes, none of which were in traffic signal systems. The main reason is that 

most systems that would benefit from these approaches already exist and it is uneconomical to retrofit 

to accommodate these two principles, i.e., the principles are based on integration and not retrofitting.     

 

The project described here could serve as a major milestone in the development of safe and secure 

transportation systems. First, it is sufficiently small in scope to utilize both approaches in a 

manageable way. Second, the application is part of a critical infrastructure, therefore justifying the 

additional complexity and effort. This is very important: most applications that have considered high 

levels of fault-tolerance have been in the area of ultra-reliable systems, which typically include 

systems like primary flight control or military applications. However, even these applications are only 

now realizing the need for survivability in addition to fault-tolerance. 

 

The architecture of the proposed work is a fundamental building block in a highly networked and 

interactive communications system. As such, it will be exposed to all faults that may occur locally or 

via the network, ranging from benign component failures to malicious cyber threats. Due to the fact 

that this is a safety critical system, the design process associated with ultra-reliable real-time systems 

design must be used. As a result, we propose using the design philosophy called “Design for 

Survivability” [Krings 2008] to incorporate fault tolerance in a more general way as it not only 

considers components or software faults, but also faults associated with malicious acts, i.e., 

maliciously induced faults.  In this way, the project is based on a measurement-based methodology for 

survivability of transportation control system components. 

 

Design for survivability is an approach that has much in common with Design for Testability. As 

integrated circuits became larger, exhaustive testing became infeasible, i.e., the number of test 

scenarios needed to test circuits became intractable. As a result, it was realized that circuits had to be 

designed for testability. As systems became increasingly complex and difficult to analyze, the notion of 

designing for survivability, i.e., integrating the mechanisms that aid survivability into the system (rather 



Chapter 5 Software Design  

Joint Program Office 

U.S. Department of Transportation, Research and Innovative Technology Administration 

A Survivable Real-Time Weather-Responsive System  |  30 

 

than as an add-on feature), became a natural extension, analogous to design for testability [Krings 

2008]. As a result, to achieve this level of survivability, the proposed system software design employed 

testing in the form of system measurements and self-diagnostics. 

5.2 Fault and Threat Space 

Our system needed the basic capability of using and generating data, i.e., data imported from Clarus 

as well as the potential to serve as a sensor (i.e., data provider) for Clarus. To accommodate this 

need, the system required a secure interface, capable of dealing with basic fault types. There are too 

many fault sources to list individually and exhaustively. Therefore the notion of fault models is used, 

capturing the behavior of a fault, i.e., a fault can produce an error that then can lead to a failure. The 

diversity of faults and their consequences on a system have been the primary motivator for the 

definition of fault models. A fault model addresses the behavior of the faults and specifies the 

redundancy levels required to tolerate a single fault type or a mix of fault types. Many different fault 

models have been proposed over the years ranging from the simple models that make no 

assumptions about the fault behavior [Lamport 1982], to hybrid fault models considering multiple fault 

behaviors. The latter considers a mix of faults ranging from benign, symmetric, to asymmetric faults 

[Thambidurai 1988], with potential transmissive and omissive behaviors [Azadmanesh 2000].   

 

The fault model of Azadmanesh [2000] constitutes the basis for the faults addressed in the proposed 

system and is the reference in the communications with Clarus. Omission faults were emphasized, 

because communication with Clarus may be interrupted. Furthermore, value faults (symmetric and 

asymmetric) such as infeasible or incorrect input or output data were also deemed important, since 

any of such faults have the potential to decrease safety. One of the main benefits of Clarus is that it 

considers quality checking as part of the mission [Limber 2011]. 

 

Rather than specifying each of the functionalities of the software, we want to focus on the software 

architecture as it addresses design for survivability and the measurement-based methodology. There 

are several key technologies incorporated in these two approaches, including functional software 

specification, measurement-based certification of normal and non-nominal operation, adaptability, 

diagnosability, real-time predictability, and fail-safe behavior.  In short: all the ingredients to run, 

observe, analyze, and reconfigure a system. 

 

The most important aspect of the software architecture is the derivation/adaptation of the 

measurement-based approach introduced in Krings et al. [2001] and refined in Munson, Krings, and 

Hiromoto [2006] to ensure properties of reliability, security and survivability. Intuitively, the application 

is defined as a basic set of operations, which are expressed by a collection of functionalities. These 

functionalities are implemented with software modules, e.g., C functions, and instrumented (via 

instrumentation telemetry) in a way that allows measuring the behavior of the operations, 

functionalities and modules in real-time. This becomes extremely useful when studying the behavior of 

individual functionalities during execution. As has been demonstrated in previous work with the 

behavior of networked systems under attack, normal executions of functionalities can be captured like 

a fingerprint of that functionality (called functional profiles) [Krings 2001]. Any deviation from such a 

profile can then be interpreted as an unusual, non-nominal execution. This in turn allows for 

responsive measures (e.g., changing the execution state, re-executing a functionality or system 

reconfiguration) as defined by a contingency management system. The basic operation of this 

approach is shown in Figure 13. The executing program is observed via the instrumentation telemetry. 

The feedback-loop of 1) observing, 2) analyzing, 3) changing parameters, and 4) controlling the 



Chapter 5 Software Design  

Joint Program Office 

U.S. Department of Transportation, Research and Innovative Technology Administration 

A Survivable Real-Time Weather-Responsive System  |  31 

 

software design or operation is critical during software design and later during its operation. In the 

latter case, it allows to implement the survivability measures upon detection of deviations from certified 

operation, e.g., unusual or undesired operation. 

 

Figure 13. Overview of Measurement-based Design Methodology 

 

The overall system architecture is comprised of multiple components, the executing program, and the 

contingency management system. The sole purpose of the latter is to watch the execution in real-time 

and react to unwanted changes as they would occur as the result of system components 

malfunctioning or unwanted manipulations of the system by intruders and/or hackers.   

 

Should multiple systems be deployed in proximity, then the principle of spatial redundancy could be 

used to tolerate failures and malicious attempts to manipulate the system. For this situation, 

agreement algorithms can be used to eliminate the impact of incorrect values and data. For instance, 

if the system needs to agree on values that represent Clarus data, then exact agreement algorithms 

can be used, e.g., the early stopping agreement described by Krings and Feyer [1999]. If there are 

real-valued control parameters that have to be agreed upon approximate agreements can be used 

[Azadmanesh 2000, 2003].   

5.3 Software Architecture  

The system connects to the Local Clarus Server (a local mirror site of specific subscription data) or 

Clarus using the network interface to the Internet. In regular intervals, e.g., local sensor data is 

typically updated every 5 to 15 minutes, the Clarus data is read and converted by the Rabbit, the 

desired sensor data is extracted, and specific algorithms are used to compute the yellow timing from 

the critical extracted parameters. The traffic controller is then updated. All of this is monitored by the 

Operation Monitoring and Contingency Management System.   

 

Figure 14 shows an overview of the software architecture and its interface to Clarus. Shaded blocks 

indicate the hardware interfaces. The Network Interface represents the connection to the Internet. 

Because the signal control system has its own data representation, the Clarus data has to be 
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translated in the Clarus Data Conversion Interface. However, the kind of Clarus data required 

depends on the enabled control algorithm. These algorithms are modular units in the Algorithm 

Engine. The values computed by the algorithms are then used to update the traffic controller. 

Survivability measures during the design and operation of the system are centered around the 

Operation Monitoring and Contingency Management System, which interfaces to the software system 

via the instrumentation telemetry. The adaptability and recovery from any unintended or maliciously 

induced operations/profiles is determined by the survivability policy and is handled by the Contingency 

Management System. Whereas the block diagram of Figure 14 suggests a high level of complexity, 

the goal of the project is to operate in a low-complexity environment. The relatively small size of the 

system makes it a perfect candidate to apply the survivability and the measurement-based 

methodology effectively. 

 

 

Figure 14. Software Architecture Overview 

5.4 Formal Execution Model 

During operation of the system, and with proper instrumentation of the software, one can get a "life" 

picture of how the system is performing in real time, e.g., what the execution of a typical operation 

looks like, how often functionalities are called by a specific operation, what mix of functionalities is 

instantiated over a certain window of observation, or how often certain modules get called during a 

time interval. All of this information is captured in profiles. Calling behavior, e.g., operational 

sequences, is embedded in dependencies identified in static or dynamic precedence graphs, e.g., the 

call graph of modules.   

5.4.1 Principles and Definitions 

The notation and general execution model described below are partially adapted and restated from 

Munson, Krings, and Hiromoto [2006] to suit the more deterministic execution environment of this 

application. The Rabbit executes a set of operations O, with cardinality |O|. These operations 

constitute the operational machine. The transition from one operation to another marks an operational 

epoch. Each operation oi  uses one or more functionalities fj  from a set F of functionalities with 

cardinality |F|. Similar to the operational epoch the functional epoch is defined by transitions from one 

functionality to another. Functionalities are implemented by code modules written in Dynamic C, which 

is a C-like language with a unique multitasking environment (as will be described later). The set of 
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modules M  of cardinality |M| is thus the implementation of the functionalities in code. The frequency 

spectrum of operations, functionalities, and modules define the operational, functional and module 

profile respectively. These profiles will be used later to define certified operations. 

 

The relationship between operations, functions, and modules is defined by a graph G
OFM

, where the 

superscript simply indicates that the graph maps from O to F to M. An example is depicted in Figure 

15, which shows three operations o1, o2 and o3. The operations utilize specific functionalities, e.g., o1 

uses functionalities f1 and f2.  Incidentally, f2 is also used by o3. The functionalities are implemented by 

Dynamic C modules, e.g., f3 is implemented by module m4, whereas f4 is realized by m4, m5, and m6. 

 

 

Figure 15. OFM Mapping: Mappings in (O  F  M ) 

5.4.2 Profiles 

Staying consistent with the notation of Munson, Krings, and Hiromoto [2006] we used letters u, q and 

p for operational, functional and module profiles respectively. Let ul denote the probability that the 

system is executing operation ol. Then u = <u1,u2,...,u|O|>  is the operational profile of the system. 

 

During execution of the system we are interested in observing the operational profile over n epochs.  

This observed profile is û = < û1, û2,..., û|O| >, where ûi = ci /n is the fraction of system activity due to 

operation oi , and ci is the count of invocations of oi. As the system activity is continuously monitored, 

which implies that operational profiles are generated and analyzed, we want to keep track of these 

profiles. Let û
k
 denote the k

th
 operational profile. Thus û

k
 is observed over n operational epochs, which 

was preceded by û
k-1

, observed over the previous n operational epochs, and so forth. 

 

Just as in Munson, Krings, and Hiromoto [2006], if we consider m sequences of n epochs each, we 

can define a centroid ū = < ū1, ū2,..., ū|O| >, where  

 

 
 

and the distance from û
k
 from centroid ū is given by  
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Observed profiles, and how they deviate from the centroid, will be analyzed in subsection 5.4.5. 

5.4.3 Dependencies 

Whereas the example in Figure 15 shows the relationship between operations, functionalities, and 

modules, it does not contain any information about dependencies of operations in O, functionalities in 

F, or modules in M.   

 

The relationship between operations is defined by graph G
O
 = (O, ), where  (in our application) 

defines a partial order relation on the operations in O, i.e., if oj depends on oi  then (oi,oj)  . In the 

example of Figure 15, if o1 is the operation "obtain data," o2  is "analyze data,'' and o3 is "adjust 

controller," then the logical dependencies among the operations are o1  o2 and o2  o3. Any violation 

of the partial order indicates a problem in the control flow of the program. 

 

We define similar graphs for functionalities and modules; however, the precedence relation, denoted 

by <, in those cases is a general precedence relation and not necessarily a partial order, e.g., the 

graph may not be acyclic. Thus G
F
 = (F, <) and G

M
 = (M, <) are the graphs defining calling 

relationships between functionalities and modules respectively. It should be noted that G
M
 is the static 

call graph of modules in M. Furthermore, the difference in precedence relations should be noted, i.e., 

 denotes a partial order relation, whereas < in general does not. The operational, functional, and 

module dependency graphs are used to detect invalid transitions. 

5.4.4 Dispatching Model 

The Rabbit system uses a single processor in which multitasking is implemented using a model 

defined by costatements. A costatement is defined as a task in a nonpreemptive multitasking model. 

The system executes one costatement at a time. Costatements are typically listed in an infinite control 

loop in the main program. Each costatement has a statement counter, i.e., a program counter, which 

indicates which instruction of the costatement will execute when it gets a chance to run. Execution is 

switched from one costatement (of the infinite loop) to the next in a round-robin fashion when the 

currently executing costatement "yields" to the next costatement using explicit commands, such as 

yield, abort or waitfor(event). Due to these yielding mechanisms the model is based on good behavior.  

The state of a costatement is called a costate. In the discussions to follow, the terms costatement and 

costate will be used interchangeably. 

 

A model with such task-switching properties executes deterministically, i.e., a task switch is explicitly 

demanded by the currently executing task: the active costatement. On the other hand this means, 

however, that it is possible for a costatement to cause starvation by not yielding. To resolve such a 

situation, mechanisms like watchdogs and timer interrupts can be used. In this case the system 

deviates from its otherwise nonpreemptive execution model. 

 

As operations, functionalities, and modules are called from within exactly one costatement at a time, it 

is possible to exactly determine the functionality and module that are being executed on behalf of a 

specific operation. Thus, the dispatching model results in executions with a high degree of 

determinism, which is very desirable when working with profiles. The alternative would be profiles that 
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mix the frequency spectrum from all executions together into one inseparable profile. Here, however, 

we can separate the profiles, or, even simpler, we let each costate have its own profile. 

 

5.4.5 Costate Profiling 

The concepts and notations derived in subsection 5.4.2, i.e., the observed profile û = < û1, û2,..., û|O| >, 

the k
th
 operational profile û

k
, the centroid ū = < ū1, ū2,..., ū|O| >, and the distance of û

k
 from centroid ū, 

can now be defined on a costate-basis. This leads to notation û[], û
k
 [],ū[] and dk[] respectively, 

where  indicates the costate, or costate ID number. Thus each costate  has its own profiling, which 

is not affected by any non-determinism due to costate (task) switching, i.e., profiles of costates do not 

interfere. 

5.4.5.1 Current State of the System: 

The current state of the system is defined by a triplet in the cross product (O  F  M ), which indicates 

what operation, functionality and module is executing. To keep track of the current state of the system, 

a table S is maintained that, for each costate , indicates the currently executing oi , fj  and mk. Thus 

each row  of the table indicates the state of costate , i.e., S[] = [oi, fj, mk] indicates that in costate  

operation oi  is utilizing fj  by executing module mk. Since the system can only be in one costate at a 

time, we can tell the exact state of the system by looking at the table entry of the currently executing 

costate . This means that by using S one can deterministically map modules to functionalities and 

functionalities to operations. This makes our profiling more deterministic and thus much less 

convoluted than in Krings et al. [2001] and Munson, Krings, and Hiromoto [2006]. 

5.4.5.2 Determination of Active Costate: 

Each costate receives a unique costate ID, denoted by . The state of the system depends on the 

costate   which is executing. To determine which costate is executing a global variable called 

ActiveCostateID is defined that is set by each costate 

1. when the costate starts execution,  

2. after a yield,  

3. after an abort,  

4. after a waitfor statement. 

These four options cover each possible way that the costate starts or resumes execution.  

5.4.5.3 Updating the Current State of the System: 

Now that the active costate is known, a module, functionality, or operation knows exactly which 

costate it belongs to by simply looking at ActiveCostateID. For example, if a module mh is called it can 

find out which module it was called from by simply looking at S[ActiveCostateID] = [oi, fj, mk], to find 

out that it was called by mk  as part of functionality fj, which is used by operation oi. This knowledge 

can be used, for example, to check if this module call is consistent with the static call graph G
M
, before 

updating  the state table from mk to mh, i.e., with mh now executing we have S[ActiveCostateID] = 

[oi,fj,mh]. Note that a call graph inconsistency would indicate that the program has been altered. 
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5.4.5.4 Counting Invocations: 

The observed profiles result from counting invocations of executions. As shown before, the individual 

ûi  of the observed profiles û are computed from ûi = ci /n. Invocations of operations, functionalities, and 

modules are counted in c
o
, c

f
 and c

m
 respectively. Since it is beneficial to separate counts for each 

costate , each costate has its own counters c
o
[] of length |O|, where c

o
i [] is the count of the i

th
 

operation in costate . Similarly, we define the functionality counters c
f
 [] of length |F| with elements 

c
f
i [] and the module counters c

m
[] of length |M| with elements c

m
i []. 

5.4.5.5 Application Overview: 

The number of costates in an embedded control system is typically relatively small. Our application 

software system consists of three significant costates as shown in Figure 16. A forth costate 

containing system configuration setup is not shown. The individual operations in costates are 

described to the right of the figure. 

 

 

Figure 16. Costates and Operations 

The first costate implements the application control, which consists of the software that gets the data, 

analyzes it, and makes appropriate adjustments to the controller if necessary. The second costate is 

the monitor. It analyzes the profiling data collected by the instrumentation and, if necessary, will initiate 

adaptive reconfiguration. The third costate contains independent support operations, e.g., o8 

synchronizes the timer of the system with a NIST time source.  

 

5.4.6 Certified Executions 

Certifying behavior per costate is now possible and will be described using module profiles, 

�̂�
k
[], rather than operation profiles û

k
 []. While p is used for modules, u is used for operations. The 

distance of the observed costate profiles �̂�
k
[] from �̅�[] can be used so that departure beyond it 

indicates non-certified behavior of costate . Specifically, a threshold vector [] = <1[],...,|M| []> is 

pre-assigned, which is greater or equal to �̅�[]. We define that a profile is nominal if i[] - �̂� 
k
[]  ≥ 0.  

Any execution not satisfying the inequality is off-nominal. Alternatively, one can set a threshold scalar  

and use the distance dk[] as a measure to detect off-nominal module behavior.  

  

It should be noted that certification in this context deals with the behavior of the program and should 

not be confused with guarantees for validity of the adjustment values as computed from the analysis 

of the Clarus data. An incorrect adjustment value is a simple value fault, i.e., a symmetric fault in the 

fault model. The impact of such fault is limited. An NTCIP-compliant traffic controller does not accept 



Chapter 5 Software Design  

Joint Program Office 

U.S. Department of Transportation, Research and Innovative Technology Administration 

A Survivable Real-Time Weather-Responsive System  |  37 

 

changes for a specific parameter that are outside of the specified range of that parameter defined in 

the NEMA TS2 standards [AASHTO 2005]. The upper value of this range could still allow for a denial 

of service scenario should the incorrect adjustment value be unreasonably high. For example, the 

acceptable value for the yellow interval as defined by NEMA TS2 standards ranges from a minimum 

of 3 seconds to a maximum of 25.5 seconds. No values lower than 3 seconds can be input to the 

controllers eliminating any critical safety risks in the operation. However, setting the yellow interval 

near the upper end of the acceptable range (i.e. 24 seconds) will result in a significant deterioration in 

the system operation and may lead to a denial of service fault. Such a case can, however, be dealt 

with by testing the adjustment value to be in a predefined adjustment range before updating the 

controller, i.e., a separate range check is performed in addition to the NTCIP-defined range. Value 

faults could be the result of a program error, e.g., incorrect computation or incorrect Clarus data. The 

first is addressed by the Operation Monitoring and Contingency Management System. The second is 

addressed by the Clarus quality checking algorithm [Limber 2010]. 

5.5 Run-time Monitoring 

5.5.1 Instrumentation 

There are three types of instrumentation: operations, functionalities and modules. For each the 

specific steps are described below. However, it should be noted that one can have a mix of 

instrumentations. For example, if a module also indicates the start of a functionality, then this 

instrumentation has to be included as well. Thus, in the most complicated case we could have to 

instrument the beginning of an operation, then the beginning of a functionality, and then a module.  

Furthermore, the instrumentation has to be in that order. 

5.5.1.1 Operation Instrumentation: 

When entering an operation oi in costate  = ActiveCostateID the following tasks are performed: 

1. Check for violation of partial order relation in G
O
. 

2. Update S[] to indicate oi is now the current operation, i.e., S[]=[o_i,-,-], where - 
indicates no change. 

3. Increment the frequency count c
o

i[]$ to account for the instantiation of oi. 

5.5.1.2 Functionality Instrumentation: 

When entering a functionality fi  in costate  = ActiveCostateID the following tasks are performed: 

1. Check for violation of partial order relation in G
F
. 

2. Check for violation of mappings in G
OFM

, i.e., determine if the execution of fi is consistent 
with the operations in the graph. 

3. Update S[] to indicate fi  is now the current functionality, i.e., S[] = [-,fi,-]. 

4. Increment the frequency count c
f
i [] to account for the instantiation of fi . 
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5.5.1.3 Module Instrumentation: 

When entering a module mi in costate  = ActiveCostateID the following tasks are performed: 

1. Check for violation of precedence relation in G
M
. 

2. Check for violation of mappings in G
OFM

, i.e., determine if the execution of mi is consistent 
with the operation and functionality in the graph. 

3. Update S[] to indicate mi  is now the current module, i.e., S[] = [-,-,mi]. 

4. Increment the frequency count c
m

i [] to account for the instantiation of mi. 

5.5.2 Experimental Results 

A prototype was built based on a Rabbit MiniCore RCM5700, which incorporates the Rabbit 5000 

microprocessor with integrated 10/100Base-T Ethernet funcitonality and 128KB of onchip SRAM. The 

Rabbit runs Dynamic C version 10.5.4, which has been instrumented to allow operation, function and 

module profiling. Furthermore, at each level of abstraction the precedence constraints can be 

validated. The current system utilizes 395 modules, of which 177 are written in Dynamic C and 218 in 

assembler code. All Dynamic C modules were instrumented. A partial sample profile of the system is 

given in Figure 17 in which 46 significant modules are represented in four costates.   

 

 

 

Figure 17. Sample Frequency Counts 

 

Current efforts focused on generating profiles and evaluating them in real-time in order to determine 

reasonable certification thresholds. Whereas instrumentation for operation and functionalities was 

implemented, actual testing and evaluating has focused mainly on modules. This strategy was used in 

order to optimize the learning curve, given the realities of the project duration. Furthermore, some 

features of dependency modeling have turned out to be more challenging than originally foreseen. 

Specifically, instrumenting Dynamic C library modules has been limiting in that assembler modules 

could not be instrumented. This, however, had implications when such modules call Dynamic C 

modules, i.e., call graph dependencies, when assembler modules call Dynamic C modules, cannot be 

validated. An approach was taken to deal with this problem by treating validation of violations as a 

sensor input, similar to the frequency counters. Thus, dependency violations thresholds have to be 

evaluated.   
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5.6 Software Design Conclusions 

Real-time monitoring of executions of the operational and functional machines, as well as modular 

profiling, have been explored in order to aid in 1) the design of embedded systems and 2) in the 

reconfiguration upon detecting deviation from certified behavior. The formal model was introduced and 

expanded to take advantage of the decrease in non-determinism of executions in the costate task 

management paradigm.   
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Chapter 6.  Conclusion 

State-of-the art software engineering was employed to generate a survivable, reliable, and secure 

prototype weather-responsive traffic control system for a signalized intersection. The system utilizes a 

network connection with the Clarus database to obtain weather information and a connection with the 

traffic controller to obtain and update signal timing plan parameters. Reliability, security, and 

survivability are achieved by 1) defining normal operations in terms of profiles of a measurable 

statistic, 2) adopting a task dispatching model that specifies deterministic task execution, 3) utilizing 

software instrumentation of the tasks to provide real-time profiles, and 4) selecting and executing 

contingency plans. Minimal hardware requirements exist for the prototype; the off-the-shelf 

microprocessor, access to power, and a connecting cable are entirely sufficient. The prototype design 

is such that it would function for any field traffic control application where the overall process can be 

distilled to predictable tasks. Current traffic control technology supports the proposed system 

development. Microprocessor traffic controller NTCIP-based communications were tested verifying 

that the necessary read and write capabilities are available from the microprocessor to any NTCIP-

compliant traffic controller.   

 

Development of the prototype followed a standard systems engineering process that included six 

steps: reviewing the resources, defining the system specifications, designing the system, creating  the 

data interface and analyzing the data, developing the testing environment, and performing verification 

and timing analysis.  The weather data is accessed through a subscription to the Clarus system web 

interface. Different observation types reported in the Clarus data system are used to determine air and 

surface temperature, roadway surface condition status, precipitation type and rate, and visibility level 

at or near the environmental sensing station. The availability and accuracy level of the weather data 

reported in the Clarus system provided reliable estimates of the weather, road surface condition, and 

visibility level.  

 

The survivable weather-responsive traffic signal system developed as part of this project was 

evaluated and tested by conducting two analyses: traffic system benefits analysis and software testing 

and risk analysis. The potential crash reduction benefits, expressed as the percent reduction in total, 

rear-end, and crossing conflicts, are highest during snowy and icy weather conditions. The potential 

crash reduction benefits increase as the traffic volume level increases. Rear-end conflicts are the 

conflict type projected to be most eliminated by a weather-responsive traffic signal system with a 

potential average reduction of approximately 22 percent for moderate volume levels and 43 percent 

for high volume levels. The weather-responsive signal timing plans also show considerable potential in 

reducing traffic delays and stops. Again, the percent reduction increases as the traffic volume level 

increases. The potential reduction in delays and stops seems consistent with what has been reported 

in the literature. 

 

The overall system architecture is comprised of multiple components, the executing program, and the 

contingency management system. The sole purpose of the latter was to watch the execution in real-

time and react to unwanted changes as they would occur as the result of system components 

malfunctioning or communication failure. Survivability measures during the design and operation of 

the system were centered around the Operation Monitoring and Contingency Management System, 

which interfaces to the software system via the instrumentation telemetry. The adaptability and 
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recovery from any unintended or maliciously induced operations/profiles was determined by the 

survivability policy and was handled by the Contingency Management System. Because the proposed 

system has very similar computational requirements to other field traffic control applications, it serves 

as a major milestone in the development of secure and dependable real-time traffic control systems.  

 

Detecting a system's departure from nominal behavior due to faults or malicious acts has been a 

challenge to the security and survivability research community for years, and most researchers 

believe too little progress has been made to counter malicious acts. We believe the approach 

described here is a powerful step in the right direction towards increasing the reliability, security, and 

survivability of traffic control systems.  

 

Future research should focus in three areas: field testing the system at signalized intersections in a 

variety of weather conditions; expanding control modifications to include other traffic control 

parameters, such as passage time, minimum green, and offsets; and increasing the power of the 

system to maintain reliable, secure, and survivable traffic signal service.
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APPENDIX A.   List of Acronyms 

 

 

  

ASC  Actuated Signal Controllers  

CID  Controller Interface Device 

ESS  Environmental Sensor Stations  

FHWA  Federal Highway Administration 

HILS  Hardware-in-the-loop Simulation 

ITS  Intelligent Transportation Systems 

NTCIP  National Transportation Communications for ITS Protocol 

PET  Post-encroachment Time 

RWIS  Road Weather Information System  

SSAM  Surrogate Safety Assessment Model 

SNMP  Simple Network Management Protocol 

STMP  Simple Transportation Management Protocol  

TRJ  Trajectory File 

TTC  Time-to-collision 

vphpl  Vehicles Per Hour Per Lane  
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APPENDIX B.   NTCIP 1202 Object Access Status 

Table B-1.  NTCIP 1202 Object Access Status 

NTCIP Clause Accessibility Level  

2.2 PHASE PARAMETERS  

2.2.1 Maximum Phases    Read-only 

2.2.2 Phase Table   Not-accessible 

2.2.2.1 Phase Number Read-only 

2.2.2.2 Phase Walk Parameter Read-write 

2.2.2.3 Phase Pedestrian Clear Parameter Read-write 

2.2.2.4 Phase Minimum Green Parameter Read-write 

2.2.2.5 Phase Passage Parameter Read-write 

2.2.2.6 Phase Maximum Green 1 Parameter Read-write 

2.2.2.7 Phase Maximum Green 2 Parameter Read-write 

2.2.2.8 Phase Yellow Change Parameter Read-write 

2.2.2.9 Phase Red Clear Parameter Read-write 

2.2.2.10 Phase Red Revert Read-write 

2.2.2.11 Phase Added Initial Parameter Read-write 

2.2.2.12 Phase Maximum Initial Parameter Read-write 

2.2.2.13 Phase Time Before Reduction Parameter Read-write 

2.2.2.14 Phase Cars Before Reduction Parameter Read-write 

2.2.2.15 Phase Time To Reduce Parameter Read-write 

2.2.2.16 Phase Reduce By Read-write 

2.2.2.17 Phase Minimum Gap Parameter Read-write 

2.2.2.18 Phase Dynamic Max Limit Read-write 

2.2.2.19 Phase Dynamic Max Step Read-write 

2.2.2.20 Phase Startup Read-write 

2.2.2.21 Phase Options Read-write 

2.2.2.22 Phase Ring Parameter Read-write 

2.2.2.23 Phase Concurrency Read-write 

2.2.3 Maximum Phase Groups  Read-only 

2.2.4 Phase Status Group Table Not accessible  

2.2.4.1 Phase Status Group Number  Read-only 

2.2.4.2 Phase Status Group Reds  Read-only 

2.2.4.3 Phase Status Group Yellows Read-only 

2.2.4.4 Phase Status Group Greens Read-only 

2.2.4.5 Phase Status Group Dont Walks Read-only 

2.2.4.6 Phase Status Group Pedestrian clears Read-only 

2.2.4.7 Phase Status Group Walks Read-only 

2.2.4.8 Phase Status Group Vehicle Calls  Read-only 

2.2.4.9 Phase Status Group Pedestrian Calls Read-only 

2.2.4.10 Phase Status Group Phase Ons Read-only 

2.2.4.11 Phase Status Group Phase Nexts Read-only 
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Table B-1.  NTCIP 1202 Object Access Status (Cont.) 

NTCIP Clause Accessibility Level  

2.2.5 Phase Control Table Not accessible 

2.2.5.1 Phase Control Group Number Read-only 

2.2.5.2 Phase Omit Control Read-write 

2.2.5.3 Pedestrian Omit Control Read-write 

2.2.5.4 Phase Hold Control Read-write 

2.2.5.5 Phase Force Off Control Read-write 

2.2.5.6 Vehicle Call Control Read-write 

2.2.5.7 Pedestrian Call Control Read-write 

  
2.3 DETECTOR PARAMETERS  

2.3.1 Maximum Vehicle Detectors  Read-only 

2.3.2 Vehicle Detector Parameter Table Not accessible 

2.3.2.1 Vehicle Detector Number Read-only 

2.3.2.2 Vehicle Detector Options Parameter Read-write 

2.3.2.3 Vehicle Detector Call Phase Parameter Read-write 

2.3.2.4 Vehicle Detector Switch Phase Parameter Read-write 

2.3.2.5 Vehicle Detector Delay Parameter Read-write 

2.3.2.6 Vehicle Detector Extend Parameter Read-write 

2.3.2.7 Vehicle Detector Queue Limit Read-write 

2.3.2.8 Vehicle Detector No Activity Parameter Read-write 

2.3.2.9 Vehicle Detector Maximum Presence Parameter Read-write 

2.3.2.10 Vehicle Detector Erratic Counts Parameter Read-write 

2.3.2.11 Vehicle Detector Fail Time Parameter Read-write 

2.3.2.12 Vehicle Detector Alarms Read-only 

2.3.2.13 Vehicle Detector Reported Alarms Read-only 

2.3.2.14 Vehicle Detector Reset  Read-write 

2.3.3 Maximum Vehicle Detector Status Groups Read-only 

2.3.4 Vehicle Detector Status Group Table  Not accessible 

2.3.4.1 Detector Status Group Number Read-only 

2.3.4.2 Detector Status Group Active Read-only 

2.3.4.3 Detector Alarm Status Read-only 

2.3.5 Volume / Occupancy report Read-only 

2.3.5.1 Volume / Occupancy Sequence Read-only 

2.3.5.2 Volume / Occupancy Period Read-write 

2.3.5.3 Active Volume / Occupancy Detectors Read-only 

2.3.5.4 Volume / Occupancy Table Not accessible 

2.3.5.4.1 Volume data Read-only 

2.3.5.4.2 Occupancy data Read-only 

2.3.6 Maximum Pedestrian Detectors Read-only 
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Table B-1.  NTCIP 1202 Object Access Status (Cont.) 

NTCIP Clause Accessibility Level  

2.3.7 Pedestrian Detector Parameter Table Not accessible 

2.3.7.1 Pedestrian Detector Number Read-only 

2.3.7.2 Pedestrian Detector Call Phase Parameter  Read-write 

2.3.7.3 Pedestrian Detector No Activity Parameter Read-write 

2.3.7.4 Pedestrian Detector Maximum Presence Parameter Read-write 

2.3.7.5 Pedestrian Detector Erratic Counts Parameter Read-write 

2.3.7.6 Pedestrian Detector Alarms Read-only 

  
2.4 UNIT PARAMETERS  

2.4.1 StartUp Flash Parameter read-write Read-write 

2.4.2 Automatic Ped Clear Parameter Read-write 

2.4.3 Backup Time Parameter Read-write 

2.4.4 Unit Red Revert Parameter Read-write 

2.4.5 Unit Control Status  Read-only 

2.4.6 Unit Flash Status  Read-only 

2.4.7 Unit Alarm Status 2  Read-only 

2.4.8 Unit Alarm Status 1  Read-only 

2.4.9 Short Alarm Status  Read-only 

2.4.10 Unit Control  Read-write 

2.4.11 Maximum Alarm Groups   Read-only 

2.4.12 Alarm Group Table  Not-accessible 

2.4.12.1 Alarm Group Number  Read-only 

2.4.12.2 Alarm Group State  Read-only 

2.4.13 Maximum Special Function Outputs  Read-only 

2.4.14 Special Function Output Table Not-accessible 

2.4.14.1 Special Function Output Number  Read-write 

2.4.14.2 Special Function Output Control  Read-write 

2.5 COORDINATION PARAMETERS  

2.5.1 Coord Operational Mode Parameter  Read-write 

2.5.2 Coord Correction Mode Parameters  Read-write 

2.5.3 Coord Maximum Mode Parameters  Read-write 

2.5.4 Coord Force Mode Parameters  Read-write 

2.5.5 Maximum Patterns Parameters Read-only 

2.5.6 Pattern Table Type Read-only 

2.5.7 Pattern Table  Not-accessible 

2.5.7.1 Pattern Number Entry  Read-only 

2.5.7.2 Pattern Cycle Time Read-write 

2.5.7.3 Pattern Offset Time Parameter Read-write 

2.5.7.4 Pattern Split Number Parameter Read-write 

2.5.7.5 Pattern Sequence Number Parameter Read-write 

2.5.8 Maximum Splits Read-only 
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Table B-1.  NTCIP 1202 Object Access Status (Cont.) 

NTCIP Clause Accessibility Level  

2.5.9 Split Table  Not-accessible 

2.5.9.1 Split Number Read-only 

2.5.9.2 Split Phase Number Read-only 

2.5.9.3 Split Time Parameter Read-write 

2.5.9.5 Split Coordinated Phase Read-write 

2.5.10 Coordination Pattern Status Read-only 

2.5.11 Local Free Status  Read-only 

2.5.12 Coordination Cycle Status Read-only 

2.5.13 Coordination Sync Status  Read-only 

2.5.14 System Pattern Control Read-write 

2.5.15 System Sync Control Read-write 

  
2.6 TIME BASE PARAMETERS  

2.6.1 Time Base Pattern Sync Parameter Read-write 

2.6.2 Maximum Time Base Actions Read-only 

2.6.3 Time Base ASC Action Table Not-accessible 

2.6.3.1 Time Base Action Number Entry Read-only 

2.6.3.2 Time Base Action Pattern Parameter Read-write 

2.6.3.3 Time Base Action Auxiliary Function Parameter Read-write 

2.6.3.4 Time Base Action Special Function Parameter Read-write 

2.6.4 Time Base ASC Action Status Read-only 

  
2.7 PREEMPT PARAMETERS  

2.7.1 Maximum Preempts Read-only 

2.7.2 Preempt Table Not-accessible 

2.7.2.1 Preempt Number  Read-only 

2.7.2.2 Preempt Control Parameter  Read-write 

2.7.2.3 Preempt Link Parameter Read-write 

2.7.2.4 Preempt Delay Parameter Read-write 

2.7.2.5 Preempt Duration Parameter Read-write 

2.7.2.6 Preempt Minimum Green Parameter Read-write 

2.7.2.7 Preempt Minimum Walk Parameter Read-write 

2.7.2.8 Preempt Enter Pedestrian Clear Parameter Read-write 

2.7.2.9 Preempt Track Green Parameter Read-write 

2.7.2.10 Preempt Minimum Dwell Parameter Read-write 

2.7.2.11 Preempt Maximum Presence Parameter Read-write 

2.7.2.12 Preempt Track Phase Parameter Read-write 

2.7.2.13 Preempt Dwell Phase Parameters Read-write 

2.7.2.14 Preempt Dwell Ped Parameters Read-write 

2.7.2.15 Preempt Exit Phase Parameters Read-write 

2.7.2.16 Preempt State Read-only 
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Table B-1.  NTCIP 1202 Object Access Status (Cont.) 

NTCIP Clause Accessibility Level  

2.7.3 Preempt Control Table Not-accessible 

2.7.3.1 Preempt Control Number Read-only 

2.7.3.2 Preempt Control State Read-only 

  
2.8 RING PARAMETERS  

2.8.1 Maximum Rings Read-only 

2.8.2 Maximum Sequences Read-only 

2.8.3 Sequence Table Not-accessible 

2.8.3.1 Sequence Number Read-only 

2.8.3.2 Sequence Ring Number Read-write 

2.8.3.3 SequenceData read-write Read-write 

2.8.4 Maximum Ring Control Groups Read-only 

2.8.5 Ring Control Group Table Not-accessible 

2.8.5.1 Ring Control Group Number Read-only 

2.8.5.2 Ring Stop Time Control Read-write 

2.8.5.3 Ring Force Off Control Read-write 

2.8.5.4 Ring Max 2 Control Read-write 

2.8.5.5 Ring Max Inhibit Control Read-write 

2.8.5.6 Ring Ped Recycle Control Read-write 

2.8.5.7 Ring Red Rest Control Read-write 

2.8.5.8 Ring Omit Red Control Read-write 

  
2.9 CHANNEL PARAMETERS  

2.9.1 Maximum Channels Read-only 

2.9.2 Channel Table Not-accessible 

2.9.2.1 Channel Number  Read-only 

2.9.2.2 Channel Control Source Parameters Read-only 

2.9.2.3 Channel Control Type Parameters Read-only 

2.9.2.4 Channel Flash Parameters Read-only 

2.9.2.5 Channel Dim Parameters Read-only 

2.9.3 Maximum Channel Status Groups Read-only 

2.9.4 Channel Status Group Table Not-accessible 

2.9.4.1 Channel Status Group Number Read-only 

2.9.4.2 Channel Status Group Reds Read-only 

2.9.4.3 Channel Status Group Yellows Read-only 

2.9.4.4 Channel Status Group Greens Read-only 
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Table B-1.  NTCIP 1202 Object Access Status (Cont.) 

NTCIP Clause Accessibility Level  

2.10 OVERLAP PARAMETERS  

2.10.1 Maximum Overlaps Read-only 

2.10.2 Overlap Table Not-accessible 

2.10.2.1 Overlap Number  Read-only 

2.10.2.2 Overlap Type  Read-write 

2.10.2.3 Overlap Included Phase Parameters Read-write 

2.10.2.4 Overlap Modifier Phase Parameters Read-write 

2.10.2.5 Overlap Trailing Green Parameter Read-write 

2.10.2.6 Overlap Trailing Yellow Change Parameter Read-write 

2.10.2.7 Overlap Trailing Red Clear Parameter Read-write 

2.10.3 Maximum Overlap Status Groups Read-only 

2.10.4 Overlap Status Group Table Not-accessible 

2.10.4.1 Overlap Status Group Number Read-only 

2.10.4.2 Overlap Status Group Reds Read-only 

2.10.4.3 Overlap Status Group Yellows Read-only 

2.10.4.4 Overlap Status Group Greens Read-only 

  
2.11 TS2 PORT 1 PARAMETERS  

2.11.1 Maximum Port 1 Addresses Read-only 

2.11.2 Port 1 Table Not-accessible 

2.11.2.1 Port 1 Number  Read-only 

2.11.2.2 Port 1 Device Present Read-only 

2.11.2.3 Port 1 Frame 40 Enable Read-only 

2.11.2.4 Port 1 Status Read-write 

2.11.2.5 Port 1 Fault Frame Read-only 



 

 

 

U.S. Department of Transportation 

ITS Joint Program Office-HOIT 

1200 New Jersey Avenue, SE 

Washington, DC 20590 

 

Toll-Free “Help Line” 866-367-7487 

www.its.dot.gov 

 

[FHWA-JPO-12-016] 

 

 

http://www.its.dot.gov/

